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Three-dimensional near-field surveillance imaging using W-band system
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Abstract: A W-band stepped-frequency three-dimensional near-field surveillance imaging system together with an
effective radar imaging algorithm is presented. W-band signal is able to penetrate common clothing barriers to form
an image of a person as well as any concealed items. Performing the image reconstruction procedure in the frequen-
cy - wavenumber domain, the algorithm is able to completely compensate the wavefront curvature in the near field
through interpolation process. The interpolation relationship in frequency - wavenumber domain between sampled
data and desired data was demonstrated. Moreover, the difference between algorithm model and experimental data
are revealed. High range resolution and lateral resolution were obtained by emitting wideband stepped frequency
signal and adopting high operating frequency. The cross-range resolution of the imaging result is better than 5 mm.
The scheme of imaging system is described in detail along with a set of imaging results to show its superior imaging

precision and sensitivity compared with existing Ka-band equipment.

Key words: millimeter-wave (MMW ) imaging, near-field imaging, personnel surveillance, three-dimensional
imaging, W-band system
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Introduction

Millimeter-wave imaging has been actively investiga-
ted due to its unique features such as non-ionizing,
transparent to clothing and potential for high resolution.
Therefore, various applications of millimeter-wave ima-
ging have been widely adopted in the world’ s counterter-
rorism actions while they also reconcile privacy''”. In
comparison with this emerging approach, conventional
methods for individual surveillance, including manual
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detection, metal detectors and X-ray systems, have also
been proved effective, only that a number of shortcom-
ings cannot be neglected. For example, manual detection
is inefficient and involves privacy issues; metal detectors
cannot detect nonmetal threats such as plastic or liquid
explosives, while it also causes nuisance alarms because
of its incapability to distinguish innocuous metal items
such as belt buckles, keys, etc. ; X-ray system is widely
used in luggage scanning, but it cannot be applied to
personnel surveillance since its ionizing radiation may
cause health problems'®. As a result, millimeter-waves
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are relatively superior as it can readily penetrate common
clothing material and be reflected from the human body
as well as any concealed items to form an image of both;;
non-ionizing traits make it pose no known health hazard
at moderate power levels. Additionally, the relatively
shorter wavelength of millimeter-wave imaging system en-
ables a high resolution potential in practice. Therefore,
it is a proper technique to realize personnel security in-
spection using millimeter-wave imaging system' """,

The current millimeter-wave imaging systems consist
of two fundamentally different types, passive and active.
The passive imaging systems use receivers to acquire the
radiation energy of the target and then utilize the bright-
ness temperature to discriminate the target against the
background. It is capable of achieving real-time 2-D im-
aging'*"®). However, the resolution of passive imaging
system is constrained by the antenna beamwidth, so the
resolution is usually too low to recognize the shape of the
target, not to mention that the indoor environment would
dramatically decline the performance of passive imaging
systemm]. Active imaging techniques use transceivers to
illuminate the target and scan over a 2-D aperture. As
the wideband signal is transmitted, the reflected complex
signal is received at each discretely sampled position on
the 2-D aperture, which means both amplitude and phase
of the returned signal are recorded. The recorded data
can be used to mathematically reconstruct a focused 3-D
image of the target’ s reflectivity function. Employing the
near-field synthetic aperture radar theory, the active ima-
ging technique can provide higher resolution and better
imaging quality than the passive imaging system does.

The higher resolution active imaging system has
been developed broadly in recent years. For instance,
the Pacific Northwest National Laboratory has invented
both planar and cylindrical KA-band wideband imaging
systems'*"''. Given that the lateral resolution is influ-
enced by the wavelength, antenna beamwidths, size of
aperture and distance from aperture to target, the lateral
resolution can be improved by increasing the operating
frequency. The current existing active imaging systems
mainly operate on Ka-band due to the fabrication tech-
niques and cost, and terahertz technology has difficulties
with stable sources and detectors with acceptable cost.
As a result, W-band is a preferable choice to achieve
higher resolution.

To improve the lateral resolution of the three-dimen-
sional near-field surveillance imaging system, a W-band
wideband active 3-D imaging system is presented. The
algorithm of image reconstruction is demonstrated in de-
tail with sampling and resolution analysis. Some related
experiment results are given to validate the efficacy of the
algorithm and the imaging system. The lateral resolution
can be better than 5 mm. We also reveal the difference
between algorithm model and experimental data, which is
crucial to achieve a fully focused imaging result.

1 Wide-band image reconstruction

The wideband image reconstruction algorithm for
personnel surveillance is similar to synthetic aperture ra-
dar (SAR) algorithm'"®* | except that the SAR algo-

rithms are generally based on far-field assumption. For

personnel surveillance, no far-field approximation is
made due to large-aperture close-range operation. The
wideband image reconstruction algorithm has been dis-
cussed and derived in'®! | which is based on decomposing
the spherical wave into a superposition of plane-wave
components. The derivation presented in this section uti-
lizes Principle of Stationary Phase ( POSP), which is
much clear from the perspective of signal processing.
1.1 Wide-band image reconstruction algorithm

The measurement configuration is shown in Fig. 1.
the transceiver is assumed to be at position (x7,vy",Z,),
and a general point on the target is assumed to be at posi-
tion (x,y,z), the target is assumed to be characterized
by a reflectivity function f(x,y,z), which is simply the
ratio of reflected field to incident field.
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Fig.1 Wide-band imaging system configuration
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The base band signal at the transceiver will simply
be the superposition of each point on the target multiplied
by the roundirip phase to that point.

s(ay k) = fjjf(x,y,z)e_ﬂk (X_MZJ'("'_"'jZJ'(:_Z‘)zdxdydz
(1)
The wavenumber is denoted by k = w/c, where w is

the angular frequency and c is the speed of the light.
Transform Eq. 1 with 2-D spatial Fourier transforma-

tion
S(Ckyyk, k) = J:Uf(x,y,z)dxdydz X fjexp
(= 2kR)exp[ = j(k,,x"+ K ,y) Jdxdy”
, (2)

where R = \/(x )+ (y-)+(2-2,)".

Use principle of stationary phase (POSP) to calcu-
late Eq.2. The amplitude is not considered in this case
since it will have little impact on focusing the image'®’.
Drop the distinction between the primed and unprimed
coordinate system ;

jfexp( - 2kR)exp[ = j(k,,x"+ K _,y) Jdxdy”
= expl —j AR — K~k (2 - Z,) - jkx — jk,y]

Rewrite Eq.2 with Eq. 3

(3)
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(x,y,2)
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S(k, k, k) = /R W
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Define k. = \/4k> -k —ki ,
(x,y,2)

S(k, ,k, k) =e“*%1”f O dudydz . (5)

Transform Eq. 5 with 3-D spatial inverse Fourier transfor-
mation ;

S(x,y,2)

dxdydz
(4)

SCky by k)

[I] o dk, dk, dk,

xe k216 -Tkxve ~jkyye ik

= IFFT?I)[S(kx sy 9k)eiijZl }
= IFFT3D[IFFT2D[s(x’,y’,k) ]eijkszl Jz . (6)
-k

The exponential term e can be regarded as a
matched filter. Therefore, we obtain the 3-D focused im-
age of target’ s reflectivity function.

1.2 Interpolation

Equation 6 is valid to reconstruct the image if the
data are defined continuously in x°, y“and k. However,
for practical imaging configurations, the data will be dis-
cretely sampled at uniform intervals of position and fre-
quency. Therefore, the data S(x",y", k) are assumed to
be uniformly sampled in each variable. After 2D Fast
Fourier Transform ( FFT), a uniformly sampled version
of S(k,,k, ,k) is obtained. Because the wavenumber & is
a function of k., k and k., the data S(k,,k, ,k) con-
tains samples of S(k,,k, ,k. ). However, the samples are
not uniformly spaced in k. The samples is uniformly
spaced in k, and &, , and will lie on concentric spheres of
radius 2k.

The interpolation relationship in wavenumber do-
main is shown in Fig. 2. The horizontal axis represents
k, and k&, the vertical axis represents k.. The concentric
arcs represent 2k corresponding to the bandwidth of
transmitted signal. The vertical dashed lines represent u-
niformly sampling position in k, and &, , and the horizon-

tal dashed lines mean uniformly sampling position in k..

| hksin®2) | ||

ik,

Fig.2 Interpolation relationship in wavenumber do-
main
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The nodes of vertical dashed lines and arc, which
are marked by red dots, represent the sample position in
wavenumber domain that we obtained from the received
signal. The nodes of vertical dashed lines and horizontal
dashed lines represent interpolation position, at which we
need to sample in order to operate the inverse 3-D FFT in
Eq. 6. The data need to be resampled at uniformly

spaced positions in k.. This is easily accomplished using
interpolation techniques.

Based on discrete sampled data, interpolation tech-
niques can reconstruct a continuous signal. A lot of inter-
polation models can be selected to deal with the computa-
tion such as sinc interpolation, liner interpolation and
spline interpolation. Different models will affect accuracy
and processing time.

1.3 Sampling criterion and image resolution

The discretization of the signal must satisfy the
Nyquist sampling criterion. As illustrated in Fig. 2, the
bandwidth of synthetic aperture is approximately 4k . sin
(6/2), which is determined by a number of factors in-
cluding the wavelength, size of the aperture, size of he
target, and distance to the target. The @ is the lesser of
the full beamwidth of the antenna or the angle subtended
by the aperture. The worst case will occur when a target
locates very near to the aperture and the sample point is
near the edge of aperture, which will lead the 0 to ap-
proach 180°. In the worst scenario, the sampling criteri-
on can be expressed as:

2 A win

A= L in(02) < 4 (D

where A is the shortest wavelength of the transmitted
signal.

The criterion Eq. 7 is more restrictive than usually
required. Because in the practical imaging system, the
is seldom to approach 180° due to either the moderate
distance from target to aperture or the limited antenna
beamwidth. For this reason, the sampling criterion can
often employ sampling intervals in the order of A

The required frequency sampling is determined by
the maximum unambiguous range :

C
A <ok ’

min

min *

‘ (8)

where R is the maximum target range, Af is the re-
quired frequency sampling interval.

The resolution obtained in the image can be deter-
mined by examining the extent or width of the spectrum
coverage in the wavenumber domain. Generally, the
wavenumber domain forms a sector region as shown in
Fig. 2, so the uniform frequency coverage region is ap-
proximately regarded as rectangular with width of 4% sin
(6/2), which results in a spatial pulse width of dx =
2a/4k, ,sin(6/2). Therefore, the cross-range resolution

X

1S

A
oy =8y = ——— , (9)

4sin(%)

where A, is the wavelength at the center frequency.

mid
The spatial frequency width in the %, range is 2 (k
-k, ), this approximately results in a resolution as
21 c
= = 10
% 2k k) 28 0 O
where B is the bandwidth of the transmitted signal.

max

2 Imaging system composition

An imaging prototype, utilizing a 92 ~94 GHz wide-
band transceiver and a programmable planar scanner,
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has been used to gather data to validate the performance
of the algorithm and W-band system.

A block diagram of the imaging system is shown in
Fig. 3. The transmitted signal is launched using a small
wide-beamwidth conical horn antenna. The antenna and
the transceiver are mounted on a fast large programmable
mechanical scanner. The scan velocity is settable. While
scanning, the scanner is emitting 3000 pulses in one sec-
ond. By counting the pulses, the computer, which is
connected with the scanner, calculates the position, and
controls the transceiver to launch and receive the wide-
band signal through antenna at the sampling position, as
well as controls the A/D converter to digitize the signal
and store in the hard disk. In order to sample on a 2-D
aperture, the computer will control the scanner to move
to a new initial scan position, and start another linear
scan. The 2-D aperture data is then formed as the input
of the image reconstruction algorithm s(x”,y", k). The da-
ta processing module, typically a fast speed digital signal
processor, will process the data. Finally, the image will
display on the terminal Ul.

- W W W ... -.
Scanning ' ]
Jr— Antenna .
Platform ' 5
. '
. '
. '
. '
Computer * Transcciver '
g '
.
>

A/D Converter

Data Processing

Terminal UI

Fig.3 Block diagram of the imaging system
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A photograph of the scanning system and a photo-
graph of the antennas and transceiver are shown in Fig.
4. The system is quasi-monostatic, which means that the
transmitting and receiving antenna are separate, but in
approximately the same location and may be assumed to
be coincident at the midpoint between the two antennas.
The receiving antenna usually has the same size and type
as the transmitting antenna and is placed immediately ad-
jacent to the transmitting antenna. In this way, the pair
of antennas simulates a single antenna, but with signifi-
cantly higher transmit-receive isolation.

A simplified schematic of the transceiver is shown in
Fig. 5. The system works with stepped frequency and op-
erates in the W-frequency band. The exact operating
configuration ranges from 92 to 94 GHz.

A 140 MHz single frequency signal is generated as
the intermediate frequency (IF) using the Direct Digital
Synthesizer (DDS) to ensure the coherent characteristic.

Fig.4 (a) Photograph of the scanning system, (b) photo-
graph of the antennas and transceiver
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Fig.5 Simplified schematic of the transceiver
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The first local oscillator operates at 4.5 GHz. The second
local oscillator is as stepped frequency source and oper-
ates at 10.92 GHz. It rises 78. 125 kHz in every Pulse
Repetition Time ( PRT). After passing the octupler and
mixer, the signal transmits through the antenna. Regard-
ing receiving channel, after down-converting with two os-
cillators, a 140 MHz intermediate signal is received.

The beamwidth of both transmitting antenna and re-
ceiving antenna are 38°. The aperture of the imaging sys-
tem is 66 ¢cm x 66 cm, and the distance to the target is
approximately 1 m. The data are discretely sampled with
typical dimensions of 220 x“samples, 220 y~ samples,
and 320 frequency samples with spatial and frequency
step sizes of 3 mm (Ax), 3 mm (Ay), and 6.25 MHz
(Af) , respectively. The frequency step size is less than
Eq. (8) demanded in order to improve the Signal Noise
Ratio (SNR) of the ultimate imaging results.

3 Experimental data processing

The experimental data are sampled at the intermedi-
ate frequency 140 MHz. In order to match the form in
the Eq. 1, the sampled intermediate signal needs to be
transformed to complex base band signal, which can be
accomplished using digital down-convert techniques.

In Sect. 1, the phase variation in Eq. (1) is only
related with spatial distance from target to antenna. How-
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ever, in a practical imaging system, an additional phase
variation will occur due to system delay. The signal we
captured was not sampled immediately after received by
the antenna. It was sampled by A/D converter after it
went through the receive channel. A schematic diagram
of system delay is shown in Fig. 6.

target
distance delay

antenna
A/Dconve\m:l 1 l 1 l l 1 l 1 lsystemldelay

Fig.6 Schematic diagram of system delay
K6 RYIEMREA

In terms of single frequency imaging system, the
system delay will cause a constant phase variation, which
could be ignored in subsequent processing. However, for
wide band imaging system, the system delay will cause a
linear phase variation in frequency domain that needs to
be eliminated from the raw data before being put into al-
gorithm. The system delay can be observed from high
resolution range profile as shown in Fig. 7.

High resolution range profile

0.25F
0.20+
0.15¢
0.10+
0.05-

i.,
"

x-array/m
(=}
:

-0.05
-0.10
-0.15¢
-0.20r
-0.25¢

z-array/m

Fig.7 High resolution range profile of raw data
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In Fig. 7, x-array represents a row of horizontal
sampling positions and z-array represents range dimen-
sion. The power peak appearing near 0.4 m in z-array
represents the coupled signal that should appear theoreti-
cally at Om in z-array. The power peak appearing near 1.
4 m in z-array represents the target that should appear
near 1m in z-array. The power peak appearing near 5 m
represents the wall of the laboratory. According to the
high resolution range profile, the system delay causes a
0.4 m range cell migration in range dimension, which
means the system delay is 2. 67 ns.

To compensate the system delay, a matrix with the
same size as raw data is fabricated.

C(x/yy; 9k) = exp(jZkR(x’,y’)de]ay) . (11>

The raw data is multiplied by Eq. (11), where
R(x%,%") 41y 1s the distance variation caused by system

delay (in this case, 0.4 m). The R(x%,y") .,
vary if the system uses different T/R channel at different

usually

sampling position (x%,y"). However, in this prototype,
as we utilize one T/R component to mechanically scan
over the 2-D aperture, the system delay was assumed to
be the same at different sampling positions.

4 Experiment results

Some targets, such as metal balls, knives, scissors,
transportation cards, have been tested through experi-
ment. In addition to visible items, we have also tested
the prototype > s performance of detecting concealed
items. All targets were bonded on foamed plastic. Then
we put the targets right at the center of the aperture. The
depth to the targets was approximately 1 m. The imaging
results are showed from Figs. 8-11. The impact of system
delay is also included. Note that all the images are origi-
nally reconstructed in 3D formation and normalized with
maximum amplitude of itself. Dynamic range is 30 dB.
All images can demonstrate focusing quality, but it is
only able to show the relative reflectivity of the target.
The 3D image is then collapsed using a maximum value
projection into a fully focused 2D image of the target for
display on the computer'”’.

Figure 8 shows the photo and W-band imaging re-
sults of ten metal balls embedded in the foamed plastic,
the radius of which is 1 c¢m. For the raw data without
system delay compensation, according to the discussion
in Sec. 3, the focusing quality is severely poor. From
the imaging result with system delay compensation, the
target features, such as position and space between
balls, can be clearly identified. The imaging result can
comprehensively represent characteristics of the target.
The measured azimuth-range and elevation-range resolu-
tions are Ax =0.36 cm, Ay =0.48 cm, respectively.

Figure 9 shows the photo and W-band imaging result
of a scissor and a knife stably nailed in foamed plastic.
The imaging result is quite similar to optical photo. In-
spectors could easily recognize the shape of the target.
Furthermore, the nails located at both handle of the scis-
sor and the branch of the knife can be clearly seen due to
high resolution, so does the metal chain at the tail of the
knife.

Figure 10 shows the photo and W-band imaging re-
sult of the transportation card which is bonded on foamed
plastic by tapes. The system can penetrate the plastic
surface and detect the internal chip at the upright corner
of the card. The tape can also be shown in the imaging
result.

Figure 11 shows the photo and W-band imaging re-
sult of a concealed knife covered by a cotton T-shirt.
This experiment simulates a practical situation to test the
detecting performance of the imaging system. Fine details
are apparent in the millimeter-wave imaging that we can
clearly recognize the striation of the T-shirt, and con-
cealed knife is also easy to identify in the image. The
targets appearing at the bottom of the image is due to the
periodic assumption of FFT. The imaging result suffi-
ciently demonstrates the detecting capability of the wide-
band millimeter-wave imaging system.

5 Conclusions

This paper has presented an effective W-band 3-D
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Fig.8 (a)Photo of experimental target, (b) imaging re-
sult ( azimuth-elevation projected ) without system delay
compensation, (c¢) imaging result ( azimuth-elevation pro-
jected) with system delay compensation, (d) range-eleva-
tion projected imaging result with system delay compensa-
tion
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Fig.9 (a)Photo of experimental target, (b) imaging result
(‘azimuth-elevation projected) with system delay compensa-
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imaging system for individual security surveillance. The
system uses a coherent stepped frequency transceiver to
scan over a large aperture, both horizontally and vertical-
ly; then the echo complex signal is used to reconstruct a
3-D focused image by 3-D image reconstruction algo-
rithm. Further details have been described regarding the
image reconstruction method and formulas used to form a
focused image at near field, as well as the block diagram
of the imaging system and schematic diagram of the trans-
ceiver. The emphasis about experimental data processing
rather than simulation processing is the result of weighing
priorities, because we are not able to obtain a fully fo-
cused image without compensating system delay. Finally,
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Fig. 10 (a)Photo of experimental target, (b) imaging re-

sult( azimuth-elevation projected) with system delay compen-

sation
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Fig. 11 (a)Photo of experimental target, (b) imaging re-
sult ( azimuth-elevation projected) with system delay compen-
sation
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a set of laboratory imaging results have been shown to
demonstrate that high resolution, effectiveness and image
fidelity are achievable by using millimeter-wave imaging
technique. The cross-range resolution can be further im-
proved by adopting a wide beamwidth antenna. With all
that has been discussed and illustrated, we have conclu-
ded that the W-band 3-D imaging system can achieve
higher resolution than major existing Ka-band active ima-
ging systems, and is proven to be an efficient approach
for personnel surveillance.
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