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Multiframe registration based adaptive nonuniformity
correction algorithm for infrared focal plane arrays
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Abstract: A novel adaptive scene-based nonuniformity correction method for fixed-pattern noise removal was put forward. It
is based on the multiframe registration and estimation of global translation between several adjacent frames. The resulting
mean square error function was optimized making use of the least mean square algorithm. Combining the local variance of an
error function with the correlation peak value, the convergence speed can be controlled adaptively. The proposed method takes
advantage of the correlation of adjacent frames sufficiently, thus it can provide enhanced results for diverse simulated and real
infrared image sequences with nonuniformity. The experimental results show that the accurate estimations of the nonuniformity
parameters of each detector in a focal plane array speed up the convergence, meanwhile, retain few ghosting artifacts.
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. widely used in infrared imaging systems in recent
Introduction .
years. However, a FPA suffers from an undesired

Infrared focal-plane arrays (IRFPAs) have been fixed-pattern noise (FPN) owing to the nonuniformity
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response of the individual detector when stimulated by

12 .
1121 Moreover, the residu-

the same level of irradiance
al nonuniformity tends to drift slowly and randomly with
time when the ambient temperature and other environ-
mental conditions change. Thus, nonuniformity correc-
tion (NUC) is a mandatory task for properly calibra-
ting and using several FPA-based cameras.

Numerous NUC techniques have been developed
over the years, and it can be divided into two primary
categories: 1) reference-based correction using cali-
brated images on startup and 2) scene-based tech-
niques that continually recalibrate the sensor for param-
eter drifts. Reference-based corrections using calibra-
ted images on startup cannot solve the drift in the pa-
rameters of the detectors over time"™'. The scene-based
nonuniformity correction (SBNUC) algorithms are gen-
erally identified by two main approaches, namely, sta-

“1and  registration-based meth-

tistical methods
ods'?™] | Algorithms based on statistics assume that all
possible values of the true-scene pixel are seen at each
pixel location and are described in Ref. [4]. Scribner
et al. developed a least-mean square based NUC tech-
nique that resembles adaptive temporal high-pass filte-

3] R. C. Hardie et al. presented a

ring of frames
nouniformity correction method using a modified adap-
tive LMS algorithm to reduce the update rate at edges
within the scene where the “desired” image estimate is
the least accurate " (GLMS). While this modification
significantly reduces ghosting artifacts, it has a slightly
longer convergence time. C. Zhang and W. Zhao im-
proved the CS algorithm, and presented the local CS
(LCS) algorithm'®’. A PDE-based method that adap-
tively estimates the gain and the bias using a total vari-
ation approach was developed recently by Esteban Vera
et al. ™) (TV). The other kind of SBNUC is based on
registration. R. C Hardie developed algorithms based
on registration require accurate estimation of the motion

3] Recently, Zuo et al. proposed an

[14]

between frames
improved algorithm based on interframe registration
(IRLMS). However, with the changing of scene, the
assumption is not satisfied and those methods’ perform-
ance is unsatisfactory in terms of the balance between
convergence speed and ghosting artifacts.

To develop a simple and effective NUC method,

we proposed a novel adaptive scene-based nonuniformi-
ty correction method based on multiframe registration.
It estimates global translation between several adjacent
frames ,and the resulting mean square error function is
optimized by making use of the least mean square
(LMS) algorithm. In the learning process of parameter
estimation, the local spatial variance of the error func-
tion and the value of the correlation peak are consid-
ered, which yields a faster and reliable convergence
with scarcely ghosting artifacts.

The remainder of this paper is organized as fol-
lows. In Section 1 we present the nonuniformity obser-
vation model and address our algorithm. Compared ex-
periments are presented in Section 2. Finally, the con-

clusions of the paper are summarized in Section 3.
1 Scene based nonuniformity correction

In this section, we describe the proposed NUC al-
gorithm in detail.

1.1 Nonuniformity observation model

We assume a linear detector response and model
the nonuniformity of each detector with a gain and a bi-
as. At any given frame n(n =1,2,3,:-+), for each
(1,7)th detector in the FPA, the output value Y, (i,j)
is given by

Y.(i,j) = G6,(i,) - X, (i,j) +0,0i,/) ,(1)

(ie[1,M];je[1,N])

where the variable G, (i,j) represents the gain of the
(1,7)th detector and O, (i,j) is the offset of the detec-
tor. X,(7,j) stands for the real incident infrared pho-
ton flux collected by the respective detector. M and N
are the row and column parameters associated to the
FPA, respectively.

NUC is performed by applying a linear mapping to
the observed pixel values to provide an estimate of the
true scene value so that the detectors appear to be per-
forming uniformly. This correction is given by

X, (i,j) =w,(i,)) - Y, (i,j) +b,(i,/) ,(2)
where w,(i,7) and b,(i,j) are, respectively, the gain
and offset of the linear correction model of the (i,;)th
detector of frame n. Their relation with the real gain

and offset could be represented by

w.(i) = gy NG
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0,(i,j)
- 4

G, (i) @
Once the w,(i,j) and b,(i,j) are estimated, the

b,(i,)) =

nonuniformity parameters G,(,j) and O,(i,j) can be
obtained. Therefore, the nonuniformity correction is
completed.
1.2 SBNUC using the multiframe registration

Here, if we capture n frames using an M x N pixel
image sensor, the ideal pixel intensity value at (i,j),
can be expressed in terms of ideal pixel intensity at
(i+d,(n),j+d,(n)) of frame (n-1) as

X, (i) = X, (i +dy(n,0) o + do(m,0)) ,(5)

te[1,T]

where d (n,t) and d,(n,t) represent the perpendicu-
lar displacement and the horizontal displacement of
frame n as against frame (n —¢). T is known as the
number of adjacent frames. X, , (i +d, (n,t),j+
d,(n,t)) stands for the real incident infrared photon
flux collected by the (i +d (n,t),j+d,(n,t))th de-
tector of frame (n —t). Here, we assume that the lev-
el of nonuniformity is not too high, a fairly accurate
registration can be performed in the case of global mo-
tion. And the registration algorithm used in this paper
is a phase correlation algorithm, which can achieve

subpixel accuracy'">"®! (shown in Fig. 1)

- M- >

Frame n-t

—e

Alignment

Frame n

Fig.1 Diagram of the alignment of the frame » and frame
(n-1)
B 1 2 n WA (n - 1) DI PLACHER

From the above discussion, as mentioned in
IRLMS method, we firstly define the error function
B, (i) = V(i) =Y, (i 44, (n,0) j +4,(n,1)) ,(6)
te [1,T]
where Yn( i,j) is corrected value. The error function is
defined as the corresponding difference between the two

adjacent corrected frames. Therefore in this paper Eq.

(6) is defined as

E. (iJ
te%T] n,t( ]) . (7)

= Y (L) - i4d, ) +d(n))]

te[1,T]
To minimize the error E,(7,j) in the mean square error

sense, a functional e(7,j) is defined as
eliy) = 2 Ex(i)

=YY (L) -1, i+ ) +d,,)) ]

n tel[1,T]

,(8)

where the correction parameters w,(i,j) and b, (i,])
must be recursively updated in order to minimize the
cost function equation ( Eq. 8) that allows good NUC
performance. Here, we using a stochastic gradient-de-
scent strategy over frames, the correcting parameters
w,(i,7) and b,(i,j) can be updated as

W,y (1)) +a B,y (i) + Y, (i)

when pixel(1,])is in the overlapped area

w,(i,j) = N ,(9)
wn—l(l!])
else
bn—l(i!j) +a.En—1(i!j)
b i) = when pixel(1,])is in the overlapped area .(10)

by (i)

else
where the parameter « is known as the learning rate. It
should be pointed out that the correction parameters are
only updated in the overlapped part between frame
(n-t) and frame n. We initialize the learning rate of
the gain and bias corrections with w, (7,7) =1 and
b,(i,j) =0. Note that to obtain good convergence, we
have found it necessary to scale the input data to lie
within the interval[0,1]. This allows the gain and off-
set to converge with a common step size.

Several methods which are based on registra-

[1214] assume that the temperature field of the ob-

tion
served scene does not change during several adjacent
frames. However, if the objects in the scene are not
motionless, this assumption cannot be met well so
that real scene may leak into the error signal. To o-
vercome this weakness, a spatially adaptive LMS ap-
proach has been proposed in Ref. 8 that adjust the
convergence rate based on local spatial variance of
the observed image. In addition, the presence of
registration errors may make the matter even worse.

Thus, based on the knowledge that the local spatial
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average of error function has advantage act on the
learning rate, the proposed adaptive learning rate is
designed to be dependent, and inversely proportional
to the local spatial variance centered at pixel (i,j)
of the error function 0'2En(i,j) . Thus, the learning rate
a can be written as

1

@=K-——
L+ 0%,

(11)

Therefore, if the error function has a high local
spatial variance, then the error of adjacent frames is
less confident, and the learning rate gets smaller val-
ue. The updating of the correction coefficients is halted
when the incoming value has a higher local spatial vari-
ance, where K is a constant that regulates the maxi-
mum learning rate allowed. The local spatial variance
0'2En(i ) can be calculated with any desired window size.
However, a 3 x3 window size will be assumed in this
paper. This mechanism prevents biased estimates from
improper updating caused by the outliers and helps to
sample data better.

From the above discussion, it is obvious that the
learning rate o represents the step size of the algorithm
and governs the convergence speed. The proposed
method is based on multiframe registration, the regis-
tration accuracy is crucial to the correction parameter
estimation. The used registration algorithm is men-
tioned in Section 1.2 which depends on phase correla-
tion peak corresponding to the true shift. The value of
the phase correlation peak is a direct indicator that
shows whether two images could be well aligned. And
we add the peak value to the learning rate.

1

a=K:———
L +0%,ap

cc , (12)

max

where ¢_,_denotes the value of the phase correlation
peak corresponding to the true shift. When the bright-
ness along the motion trajectory is not constant and
there is rotation between two adjacent frames, small
value of peak is obtained easily. At the same time,

small values of @ is recommended.
2 Experimental results

In this section, we compare the various SBNUC
algorithms, such as TV, LCS, GLMS and IRLMS, and

in particular demonstrate the efficacy of the proposed

algorithm. And a number of experimental results are
presented.

The infrared sequences with artificial nonunifor-
mity are generated from a clear 300 frame infrared
video sequence, which was collected at 11 am by u-
sing a 320 x 256 HgCdTe FPA camera operating in
the 3 ~5 pum range and working at 50 FPS. And the
corrupted video sequences are obtained by using a
synthetic gain with a unit-mean Gaussian distribution
with standard deviation of 0.1, and a synthetic offset
with a zero-mean Gaussian distribution with standard
deviation of 30.

The GLMS algorithm was tested with a step size of
0.05 and T'=20 and two window sizes of 3 x 3 for an
average filter and 21 x 21 for a Gaussian low-pass filter
as suggested in Ref. 8. In IRLMS, the learning rate «
takes the value of 0. 05 and update trigger displace-
ment was set to 3.5 (recommended in Ref. 14). In the
MRA-NUC algorithm, a set of 5 frames was registered
(T =5) and update trigger displacement was set to 3.5
too. Subpixel registration was performed' > | and the
alignment was done with bilinear interpolation. The
metric used to measure the NUC performance is given
by the root-mean square error (RMSE) , which is de-

fined as

MW
o=
M=« N
where Y(i,7) is the (i,j)th pixel’s value of the true

RMSE =

,(13)

frame, while Y(i,j) is the pixel’s value of the correc-

ted frame. M * N denotes the size of image.

100
80 1}
60

RMSE

Frames/n

Fig.2 RMSE results of the nonuniformity correction u-
sing different methods

B2 ARAEYSMERIET ) RMSE 453

It can be observed from Fig. 2 that the RMSE of
MRA-NUC algorithm can be reduced below 20 within



126 405 2 K%K 3%

50 frames. The RMSE for GLMS decreases as fast as
IRLMS, but MRA-NUC presents a consistent decrease
of around 20% over TV, GLMS and IRLMS for the
first 150 frames, and then it keeps decreasing and rea-
ches a gap of nearly 5 over IRLMS. In addition, MRA-
NUC reports the smallest values of RMSE and has a
fast convergence speed and stability with hardly re-
bound.

An image sample of the correction results of simu-
lated nonuniformity image sequence is shown in Fig. 3.
Figure 3(a) shows the image for the 140th frame with
synthetic nonuniformity. The outputs using TV, LCS,
GLMS, IRLMS and MRA-NUC are shown in Fig. 3
(b)-3(f), respectively. It can be observed from Fig.
3(b-d) that some residual nonuniformity and ghosting

artifacts can be perceived. Moreover, the correction

@ (b)

(©) (d)

(e ®

Fig.3 Correction with simulated nonuniformity images using
different methods ( Frame 140th) (a) Image with simulated
gain and offset nonuniformity, (b) corrected result with TV.
(c), corrected result with LCS, (d) corrected result with
GLMS, (e) corrected result with IRLMS, (f) corrected re-
sult with MRA-NUC

B3 BRI AR A ENRIESR (140 1) (a) &
AEMH MR EIEYSENER, (b) TV FERIES
R,(c) LCS FERIELR, (d) GLMS FEKIES4R,
(e) IRLMS R ISR, (f) MRA-NUC SR IELR

result which relates to the original image became
blurred. From Fig.3(e), the level of residual nonuni-
formity is low. However, we can barely see any ghos-
ting artifact and residual nonuniformity in the MRA-
NUC result. Through a naked-eye evaluation, the abil-
ity of MRA-NUC for compensation for the FPN prompt-
ly is clearly seen.

In the following subsection, we test the proposed
algorithm with real infrared data, which is acquired by
a 320 x256 HgCdTe FPA camera operating in the 8 ~
14 pum range and at a rate of 50 FPS in a tall building.
A sample frame of the test sequence is shown in Fig. 4.
When we testing NUC in real infrared images, and a-
part from the naked-eye evaluation, it hardly obtains
the calibration data needed to perform a radiometrically
accurate correction used as a reference for comparison
purposes, only the roughness index(p), which meas-
ures the high-pass content of an image, is of

d"*") | The NUC over the real IR data sequence u-

use
sing the selected parameters with above is shown in
Fig. 4. The results for the average roughness values ob-
tained for each algorithm are presented in Table 1.
From there, the MRA-NUC obviously outperformed all

the other NUC algorithms in the mean sense.

#F1 3LBR IR ##EAY Mean Roughness 45 %
Table 1 Mean roughness (p x10~*) results for the real IR
data sequence

VNGRS Roughness p( x10 ~3)
JE S 1.844
TV 1.597
LCS 1.622
GLMS 1.578
IRLMS 1.213
MRA-NUC 1.104

Sample image from the video sequence is shown in
Fig.4(a). The corrected results using the five differ-
ent algorithms are shown in Fig.4(b)-4(d). It is ob-
vious that the nonuniformity presented in the raw frame
has been notably reduced by all the NUC methods. The
GLMS algorithm, a 3 x 3 spatial average kernel is
probably too small to smooth the nonuniformity effec-
tively, leading to a much slower convergence rate than
IRLMS method. Besides, in the output of the TV, LCS
and GLMS, some low spatial frequency residual non-
uniformity are clearly visible. The MRA-NUC method,
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in contrast, converges faster, and it obtains better re-
sult in contrast to others methods. Comparison and a-
nalysis of the outputs of the five different methods show
that MRA-NUC is almost without residual nonuniformi-
ty, and hardly ghosting artifact could be detected. It
has been presented to be superior to the existing meth-
ods and can achieve excellent NUC results with small

computational load.

(2) (b

(© (d)

(e) ®

Fig.4 Correction with raw infrared images with real nonuni-
formity using different methods ( Frame 60th) (a) Sample
image from the video sequence, (b) corrected result with
TV, (c) corrected result with LCS, (d) corrected result with
GLMS, (e) corrected result with IRLMS, (f) corrected re-
sult with MRA-NUC

B4 sEhrddedy st e s B R & IE 45 53 (60 7))
(a) BBRFFI ) —T, (b) TV FEEKIELR, (¢) LCS
BRIESER, (d) GLMS FEKIELR, (e) IRLMS ik
B4R, (f) MRA-NUC J5 A IESS R

From the above discussion, we can easily con-
clude that the proposed method has the best NUC per-
formance. To demonstrate the potential advantages of
using an adaptive learning rate for the mulitiframe
based NUC method for all kinds of complicated scenes,
we have selected an output frame of the same real in-

frared image sequence containing a local moving target

that seriously deviate from global translation between
several adjacent frames. The results are shown in Fig.
5. IRLMS was proved to be effective compared with
GLMS and MCA. We conclude that IRLMS makes the
best performance in the several NUC methods to some
extent. Therefore, we only gave the results corrected
with IRLMS and MRA-NUC. In fact, there are some
local moving people/car in Fig. 5 with slow speed.
However significant change in a local region (i. e.
ghosting artifact) is invisible to naked eye. Figure 5
(a)-5(b) show the results corrected with IRLMS and
MRA-NUC respectively. Figure 5(c)-5(d) show the
estimated offset parameter corrected with IRLMS and
MRA-NUC respectively. Based on the estimation of
global translation between adjacent frames, a constant
parameter was adopted in IRLMS. However, there are
some local moving targets in the true scene, a constant

parameter is inapplicable.

(a) (®)

(© d

Fig.5 Correction with raw infrared images with two different
methods (a) Corrected result with IRLMS, (b) corrected re-
sult with MRA-NUC, (c) estimated offset parameter with
IRLMS, (d) estimated offset parameter with MRA-NUC
5 SERRasMEGE PR R AN IES R (a) IRLMS
FERIESR, (b) MRA-NUC Jr i IE4 R, (¢) IRLMS
FEmES BN MEIT, (d) MRA-NUC R E S 5
it

From Fig.5 we can see that a moving car in the
bottom of the sample frame. With the motion of camer-
a, the car also moves at its own speed. The static im-
age “burns” into the correction parameters, and as the

motion continues, the residual moving car is still visi-
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ble superimposed on the new “corrected” scene. Note
that the proposed method has significantly reduced arti-
fact. This is because the local spatial variance of error
function was calculated to prevent the residual moving
scene from burning in. To explain more clearly, local
amplification results are shown in Fig. 6. Obvious
ghosting artifact is clear for all to see in Fig. 6(a).
The above experimental results demonstrate MRA-
NUC’s great performance and capabilities to avoid un-

desirable effects.

(@) (b)

Fig. 6 Local amplification results (a) Corrected result with
IRLMS, (b) Corrected result with MRA-NUC

B6 JREmMARLR(a) IRLMS JFE KR IELR, (b) MRA-
NUC Jrisf R4S R

3 Conclusions

We have presented a novel scene-based nonunifor-
mity correction method for fixed-pattern noise removal
based on multiframe registration. The method adopts a
phase-correlation method to estimate the global transla-
tion between several adjacent frames. To achieve the
gain and offset correction parameters of the FPA, we
used an LMS algorithm to minimize the mean square
error. In the presented experimental results, we have
shown that when local motion exists, MRA-NUC can
be properly control the update process along with the
changing of all kinds of complicated scenes. In addi-
tion, we compared our algorithm with TV, LCS, GLMS
and IRLMS methods, which represent perhaps the most
commonly employed statistical method and registration-
based method. In short, the proposed algorithm has
shown its superiority to nonuniformity correction for it

greatly reduces the ghosting artifacts and almost no

residual nonuniformity. What's more, the algorithm
can be easily implemented in hardware for real-time

processing.
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